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• Nucleosome Core Particles 

• Core Histones: H2A, H2B, H3, H4

• Covalent modifications on histone 

tails include: 

methylation (me),

acetylation (ac),

phosphorylation,

ubiquitylation, …

• Histone variants: H2A.Z, H3.3,…

• Histone modifications are 

implicated in influencing gene 

expression. Allis C. et al. Epigenetics 2006
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survey DNA enrichment at !500 representative loci using the
nCounter probe system. High-quality antibodies are distinct
from IgG patterns and the occupancy distribution correlates
with a logical set of chromatin states. Validating antibody re-
agents for enrichment specificity and robustness ensures good
quality ChIP-seq data sets with high signal to noise ratios.

Given that ChIP-seq is a mature technology, the technical
restrictions of the technique are well defined by its users. These
restrictions include the need for large amounts of starting mate-
rial, limited resolution, and the dependence on antibodies.
Improvements to ChIP-seq have been developed to address
these limitations and expand the possibilities of its use. Collect-
ing enough starting material for ChIP-seq can be challenging
because experiments typically require 1 million (histone modifi-
cations) to 5million (TFs and chromatinmodifiers) cells. Although
this is feasible when studying fast dividing cell lines, the chal-
lenge arises when studying primary cells and rare populations
such as cancer stem cells or progenitor cells. ChIP-seq samples
of 50,000 cells or less are possible with the ChIP-nano protocol
(Adli and Bernstein, 2011). Key method modifications achieve
effective chromatin fragmentation in small volumes, ensure
minimal sample handling and loss by washing samples in col-
umns, and reduce background signal. Another procedure, called
ChIP-exo, improves the limited resolution from fragmentation
heterogeneity after chromatin is prepared by sonication (Rhee
and Pugh, 2011). As its name suggests, sonicated and immuno-
precipitated DNA is treated with a 50-to-30 exonuclease to digest
DNA to the footprint of the crosslinked protein such that
sequencing results are nucleotide resolution. This type of high-
resolution protein-binding data is most beneficial for uncovering
motifs of specific binding proteins and the effect of sequence
variants on protein-binding affinity. Profiling genome-wide
DNA-protein interactions with ChIP-seq is technically chal-
lenging when studying novel proteins or protein isoforms, such
as a histone variant, that lacks a robust or specific antibody.
In this case, an obvious approach is to transiently or stably ex-
press a protein of interest (POI) with a tag or epitope that can
be readily ChIP’ed. Controls are necessary to ensure the fusion
protein’s localization is not altered by nonendogenous expres-
sion levels, protein instability, steric inherence, or other effects
of the tag itself.

A ChIP step can be added to other genomic profiling ap-
proaches for integrated epigenomic profiling. First, two ChIP

steps in a row, or Sequential-ChIP-seq, can uncover histone
PTMs on the same molecule or chromatin-associated proteins
in the same complex. Several groups combined bisulfite
sequencing with ChIP giving rise to BisChIP-seq and ChIP-BS-
seq (Brinkman et al., 2012; Statham et al., 2012). Long-distance
DNA interactions mediated by a specific protein can be profiled
using chromatin interaction analysis by paired-end-tag
sequencing, or ChIA-PET (Fullwood et al., 2009). We anticipate
other inventive uses of ChIP technology to continue to uncover
undiscovered roles of histone modifications and histone variants
in transcriptional regulation.

Mapping of Chromatin Structures
Nucleosome Positioning
Moving up the hierarchy of genomic organization, we now look
beyond the DNA and histone modifications to the positioning
of nucleosomes along the genome. Our epigenome at its
most basic level is repeating units of 147 base pairs wrapped
1.7 times around each nucleosome with varying distances of
linker DNA between each unit. Even this extremely simplistic
model is complex because nucleosome positioning can both
inhibit and promote factor binding (Bell et al., 2011). First,
nucleosomes can be positioned to obstruct or reveal specific
DNA sequences. Second, becausemodifications on histone tails
serve as binding platforms for transcriptional regulators, nucleo-
some positioning regulates factor recruitment. And finally,
nucleosomes are suggested to inhibit transcription by slowing
progression of RNA polymerase II as it transcribes through a
gene body. From a medical perspective, it will be important to
determine the possible role of aberrant nucleosome positioning
as caused by disease-associated SNPs, insertions, deletions,
and translocations.
Our understanding of the regulation of nucleosome positioning

came from studies of smaller genomes, such as those in yeast
and fly (Jiang and Pugh, 2009). Nucleosome positioning along
DNA is influenced by favorable DNA sequence composition,
the actions of ATP-dependent nucleosome remodelers, and
strongly positioned nucleosomes (Mavrich et al., 2008; Narlikar
et al., 2013; Yuan et al., 2005). Although we understand the
main determinants of nucleosome positioning, the exact contri-
bution of each is unclear and currently under debate.
The most common method for profiling genome-wide

nucleosome positioning is microcococal nuclease digestion of

Table 3. Distinctive Chromatin Features of Genomic Elements

Functional Annotation Histone Marks References

Promoters H3K4me3 Bernstein et al., 2005; Kim et al., 2005; Pokholok

et al., 2005

Bivalent/Poised Promoter H3K4me3/H3K27me3 Bernstein et al., 2006

Transcribed Gene Body H3K36me3 Barski et al., 2007

Enhancer (both active and poised) H3K4me1 Heintzman et al., 2007

Poised Developmental Enhancer H3K4me1/H3K27me3 Creyghton et al., 2010; Rada-Iglesias et al., 2011

Active Enhancer H3K4me1/H3K27ac Creyghton et al., 2010; Heintzman et al., 2009;

Rada-Iglesias et al., 2011

Polycomb Repressed Regions H3K27me3 Bernstein et al., 2006; Lee et al., 2006

Heterochromatin H3K9me3 Mikkelsen et al., 2007
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SUMMARY

Histone modifications are implicated in influ-
encing gene expression. We have generated
high-resolution maps for the genome-wide
distribution of 20 histone lysine and arginine
methylations as well as histone variant H2A.Z,
RNA polymerase II, and the insulator binding
protein CTCF across the human genome using
the Solexa 1G sequencing technology. Typical
patterns of histone methylations exhibited
at promoters, insulators, enhancers, and tran-
scribed regions are identified. The mono-
methylations of H3K27, H3K9, H4K20, H3K79,
and H2BK5 are all linked to gene activation,
whereas trimethylations of H3K27, H3K9, and
H3K79 are linked to repression. H2A.Z associ-
ates with functional regulatory elements, and
CTCF marks boundaries of histone methylation
domains. Chromosome banding patterns are
correlated with unique patterns of histone mod-
ifications. Chromosome breakpoints detected
in T cell cancers frequently reside in chromatin
regions associated with H3K4 methylations.
Our data provide new insights into the function
of histone methylation and chromatin organiza-
tion in genome function.

INTRODUCTION

Eukaryotic DNA is packaged into a chromatin structure
consisting of repeating nucleosomes formed by wrapping
146 base pairs of DNA around an octamer of four core his-
tones (H2A, H2B, H3, and H4). The histones, particularly
their N-terminal tails, are subject to a large number of
posttranslational modifications (Kouzarides, 2007). His-
tone modifications are implicated in influencing gene ex-
pression and genome function by establishing global
chromatin environments and orchestrating DNA-based

biological processes. Among the various modifications,
histone methylations at lysine and arginine residues are
relatively stable and are therefore considered potential
marks for carrying the epigenetic information that is stable
through cell divisions. Indeed, enzymes that catalyze the
methylation reaction have been implicated in playing crit-
ical roles in development and pathological processes.

Remarkable progress has been made during the past
few years in the characterization of histone modifications
on a genome-wide scale. The main driving force has
been the development and improvement of the ‘‘ChIP-
on-chip’’ technique by combining chromatin immunopre-
cipitation (ChIP) and DNA-microarray analysis (chip). With
almost complete coverage of the yeast genome on DNA
microarrays, its histone modification patterns have been
extensively studied. The general picture emerging from
these studies is that promoter regions of active genes
have reduced nucleosome occupancy and elevated his-
tone acetylation (Bernstein et al., 2002, 2004; Lee et al.,
2004; Liu et al., 2005; Pokholok et al., 2005; Sekinger
et al., 2005; Yuan et al., 2005). High levels of H3K4me1,
H3K4me2, and H3K4me3 are detected surrounding tran-
scription start sites (TSSs), whereas H3K36me3 peaks
near the 30 end of genes.

Significant progress has also been made in characteriz-
ing global levels of histone modifications in mammals.
Several large-scale studies have revealed interesting in-
sights into the complex relationship between gene ex-
pression and histone modifications. Generally, high levels
of histone acetylation and H3K4 methylation are detected
in promoter regions of active genes (Bernstein et al., 2005;
Kim et al., 2005; Roh et al., 2005, 2006), whereas elevated
levels of H3K27 methylation correlates with gene repres-
sion (Boyer et al., 2006; Lee et al., 2006; Roh et al.,
2006). In addition to the promoter regions, these modifica-
tions are also detected in intergenic regions as both
sharply localized peaks and wide-spread domains. The
H3 acetylation and H3K4me1 signals outside of promoter
regions have been correlated with functional enhancers in
various cell types (Heintzman et al., 2007; Roh et al., 2005;
Roh et al., 2007). The apparently opposite modifications,
H3K4me3 and H3K27me3, colocalize in regions termed

Cell 129, 823–837, May 18, 2007 ª2007 Elsevier Inc. 823

Combinatorial patterns of histone acetylations and
methylations in the human genome
Zhibin Wang1,5, Chongzhi Zang2,5, Jeffrey A Rosenfeld3–5, Dustin E Schones1, Artem Barski1,
Suresh Cuddapah1, Kairong Cui1, Tae-Young Roh1, Weiqun Peng2, Michael Q Zhang3 & Keji Zhao1

Histones are characterized by numerous posttranslational
modifications that influence gene transcription1,2. However,
because of the lack of global distribution data in higher
eukaryotic systems3, the extent to which gene-specific
combinatorial patterns of histone modifications exist remains
to be determined. Here, we report the patterns derived from
the analysis of 39 histone modifications in human CD4+

T cells. Our data indicate that a large number of patterns
are associated with promoters and enhancers. In particular,
we identify a common modification module consisting of 17
modifications detected at 3,286 promoters. These modifications
tend to colocalize in the genome and correlate with each other
at an individual nucleosome level. Genes associated with this
module tend to have higher expression, and addition of more
modifications to this module is associated with further
increased expression. Our data suggest that these histone
modifications may act cooperatively to prepare chromatin
for transcriptional activation.

Histones are subject to numerous covalent modifications, including
methylation and acetylation, that occur mainly at their N-terminal
tails and that can affect transcription of genes1,2,4,5. Extensive studies
have established that histone acetylation is primarily associated with
gene activation, whereas methylation, depending on its position and
state, is associated with either repression or activation5–10. Various
models, including the histone code, the signaling network and the
charge neutralization model, have been proposed to account for the
function of histone modifications11–14. The histone code hypothesis
suggests that multiple histone modifications act in a combinatorial
fashion to specify distinct chromatin states. However, the extent to
which combinatorial patterns of histone modifications exist in
the genome is unknown. We have now produced genome-wide
maps of 18 histone acetylations (H2AK5ac, H2AK9ac, H2BK5ac,
H2BK12ac, H2BK20ac, H2BK120ac, H3K4ac, H3K9ac, H3K14ac,
H3K18ac, H3K23ac, H3K27ac, H3K36ac, H4K5ac, H4K8ac,
H4K12ac, H4K16ac and H4K91ac) at an individual nucleosome

level (see Methods section for data deposition), and analyzed these
together with the H2A.Z and 19 histone methylation maps we
generated previously15.

We first systematically evaluated the specificities of the acetylation
antibodies used in this study (Supplementary Methods, Supplemen-
tary Table 1 and Supplementary Fig. 1 online). Competition assays
using modified and unmodified peptides indicated that most anti-
bodies showed specificity for the desired acetylation (Supplementary
Fig. 1). The H4K5ac and H3K4ac antibodies demonstrated some
crossreactivity toward H4K12ac and H3K9ac, respectively, in a con-
dition with excess competitor peptides (Supplementary Fig. 1d,j),
and the H4K91ac antibody did not work in protein blotting. Thus, the
results for these modifications should be interpreted with caution. Of
note, H2AK9ac has not been reported previously, and H3K4ac has
only been identified by mass-spectrometry analysis and has not been
previously characterized functionally16. Protein blotting indicated that
these acetylations indeed exist in human CD4+ T cells (Supplemen-
tary Fig. 1j,o). We previously analyzed the genome-wide distribution
of H2BK5me1 (ref. 15), and protein blotting data in this study
indicated that this methylation exists in human cells and that the
H2BK5me1 antibody is specific (Supplementary Fig. 1p).

Next, we determined the genomic distribution patterns of these
histone acetylations using the ChIP-Seq technique15, which we pre-
viously confirmed yields H3K4me3 distribution patterns similar to
those generated by the ChIP-SAGE (GMAT) strategy15,17. To validate
the histone acetylation data, we compared the genomic distribution
patterns of the K9/K14-diacetylated histone H3 from ChIP-SAGE18

with the separately examined patterns of H3K9ac and H3K14ac in
this study (Supplementary Fig. 2 online). We found that the ChIP-
Seq acetylation data are reliable and that the previously observed
H3K9/K14 diacetylation patterns could be primarily attributed to
H3K9 acetylation.

To examine the distribution of the histone acetylations at different
functional regions, we generated composite profiles for the region
spanning the transcription start sites (TSSs; Fig. 1a–c and Supple-
mentary Fig. 3 online) or the entire gene bodies and extending 5 kb

Received 19 December 2007; accepted 1 April 2008; published online 15 June 2008; doi:10.1038/ng.154

1Laboratory of Molecular Immunology, National Heart, Lung, and Blood Institute, US National Institutes of Health, Bethesda, Maryland 20892, USA. 2Department of
Physics, The George Washington University, Washington, D.C. 20052, USA. 3Cold Spring Harbor Laboratory, Cold Spring Harbor, New York 11724, USA. 4Department
of Biology, New York University, New York, New York 10003, USA. 5These authors contributed equally to this work. Correspondence should be addressed to K.Z.
(zhaok@nhlbi.nih.gov).
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Transcription Factors vs. Histone Marks
DNA-binding proteins 
(Transcription factors)

Histone Marks (Histone 
modifications, histone variants, 
chromatin regulators*)

Cell type specificity Both factor and profile Profile

Signal width (“peak size”) Narrow Narrow or broad

Chromatin accessibility High High or low

DNA sequence motif Yes No

Resolution Up to 1-10bp Nucleosome (200bp)
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Histone modification patterns are diffuse 

• Noisy

• Hard to see “peaks”

• Enriched regions are spread out

• Lack saturation

• Why?
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Nucleation

Propagation

Domain 
formation 
model for 
repressive 
marks 

• HP1    

H3K9me3

• PRC1/PRC2 

H3K27me3

Histone modification tends to spread out



10

E
xp

er
im

en
ta

l p
ro

ce
du

re

Raw sequence reads (fastq)

Mapped reads (sam/bam/bed)
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Pile-up for visualization 
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ChIP-Seq analysis<p>MACS performs model-based analysis of ChIP-Seq data generated by short read sequencers.</p>

Abstract

We present Model-based Analysis of ChIP-Seq data, MACS, which analyzes data generated by short
read sequencers such as Solexa's Genome Analyzer. MACS empirically models the shift size of
ChIP-Seq tags, and uses it to improve the spatial resolution of predicted binding sites. MACS also
uses a dynamic Poisson distribution to effectively capture local biases in the genome, allowing for
more robust predictions. MACS compares favorably to existing ChIP-Seq peak-finding algorithms,
and is freely available.

Background
The determination of the 'cistrome', the genome-wide set of

in vivo cis-elements bound by trans-factors [1], is necessary

to determine the genes that are directly regulated by those

trans-factors. Chromatin immunoprecipitation (ChIP) [2]

coupled with genome tiling microarrays (ChIP-chip) [3,4]

and sequencing (ChIP-Seq) [5-8] have become popular tech-

niques to identify cistromes. Although early ChIP-Seq efforts

were limited by sequencing throughput and cost [2,9], tre-

mendous progress has been achieved in the past year in the

development of next generation massively parallel sequenc-

ing. Tens of millions of short tags (25-50 bases) can now be

simultaneously sequenced at less than 1% the cost of tradi-

tional Sanger sequencing methods. Technologies such as Illu-

mina's Solexa or Applied Biosystems' SOLiD™ have made

ChIP-Seq a practical and potentially superior alternative to

ChIP-chip [5,8].

While providing several advantages over ChIP-chip, such as

less starting material, lower cost, and higher peak resolution,

ChIP-Seq also poses challenges (or opportunities) in the anal-

ysis of data. First, ChIP-Seq tags represent only the ends of

the ChIP fragments, instead of precise protein-DNA binding

sites. Although tag strand information and the approximate

distance to the precise binding site could help improve peak

resolution, a good tag to site distance estimate is often

Published: 17 September 2008

Genome Biology 2008, 9:R137 (doi:10.1186/gb-2008-9-9-r137)

Received: 4 August 2008
Revised: 3 September 2008
Accepted: 17 September 2008

The electronic version of this article is the complete one and can be 
found online at http://genomebiology.com/2008/9/9/R137

[14:45 26/6/2009 Bioinformatics-btp340.tex] Page: 1952 1952–1958

BIOINFORMATICS ORIGINAL PAPER Vol. 25 no. 15 2009, pages 1952–1958
doi:10.1093/bioinformatics/btp340
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A clustering approach for identification of enriched
domains from histone modification ChIP-Seq data
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ABSTRACT
Motivation: Chromatin states are the key to gene regulation and
cell identity. Chromatin immunoprecipitation (ChIP) coupled with
high-throughput sequencing (ChIP-Seq) is increasingly being used
to map epigenetic states across genomes of diverse species.
Chromatin modification profiles are frequently noisy and diffuse,
spanning regions ranging from several nucleosomes to large domains
of multiple genes. Much of the early work on the identification
of ChIP-enriched regions for ChIP-Seq data has focused on
identifying localized regions, such as transcription factor binding
sites. Bioinformatic tools to identify diffuse domains of ChIP-enriched
regions have been lacking.
Results: Based on the biological observation that histone
modifications tend to cluster to form domains, we present a method
that identifies spatial clusters of signals unlikely to appear by
chance. This method pools together enrichment information from
neighboring nucleosomes to increase sensitivity and specificity.
By using genomic-scale analysis, as well as the examination of
loci with validated epigenetic states, we demonstrate that this
method outperforms existing methods in the identification of ChIP-
enriched signals for histone modification profiles. We demonstrate
the application of this unbiased method in important issues in
ChIP-Seq data analysis, such as data normalization for quantitative
comparison of levels of epigenetic modifications across cell types
and growth conditions.
Availability: http://home.gwu.edu/∼wpeng/Software.htm
Contact: wpeng@gwu.edu
Supplementary information: Supplementary data are available at
Bioinformatics online.

1 INTRODUCTION
Covalent modifications of chromatin, including DNA methylation
and histone modifications, play critical roles in gene regulation
and cell lineage determination and maintenance (Bernstein et al.,
2007; Felsenfeld and Groudine, 2003). Defects in these epigenetic
controls have been implicated in many pathological conditions
in humans. Genome-scale profiling of these epigenetic marks has
been dramatically facilitated by the recent progress in the ultra

∗To whom correspondence should be addressed.

high-throughput massively parallel sequencing technologies (Barski
et al., 2007; Mikkelsen et al., 2007). ChIP-Seq combines chromatin
immunoprecipitation (ChIP) with high-throughput sequencing to
map genome-wide chromatin modification profiles and transcription
factor (TF) binding sites. It is characterized by high resolution, a
quantitative nature, cost effectiveness and no complication due to
probe hybridization as encountered in ChIP-chip assays (Schones
and Zhao, 2008). A large amount of data has recently been generated
using the ChIP-Seq technique, and these datasets call for new
analysis algorithms.

Binding of TFs is mainly governed by their sequence specificity
and therefore is typically associated with very localized ChIP-Seq
signals in the genome. A number of algorithms have been developed
to find the exact locations of TF binding sites from ChIP-Seq
data (Chen et al., 2008; Fejes et al., 2008; Ji et al., 2008; Johnson
et al., 2007; Jothi et al., 2008; Kharchenko et al., 2008; Nix et al.,
2008; Rozowsky et al., 2009; Valouev et al., 2008; Zhang et al.,
2008a). In contrast, the signals for histone modifications, histone
variants and histone-modifying enzymes are usually diffuse and
lack of well-defined peaks, spanning from several nucleosomes to
large domains encompassing multiple genes (Barski et al., 2007;
Pauler et al., 2009; Wang et al., 2008; Wen et al., 2009) (see,
e.g. Figure S1). The detection of diffuse signals often suffers from
high noise level and lack of saturation in sequencing coverage.
These generally weak signals render approaches seeking strong local
enrichment, such as those peak-finding algorithms used in finding
TF binding sites, inadequate.

Many modification marks are known to form broad
domains (Barski et al., 2007; Wang et al., 2008). This is believed
to be helpful in stabilizing the chromatin state and propagating
such states through cell division robustly (Bernstein et al., 2007).
A well-studied case is the trimethylation of histone H3 lysine 9
(H3K9me3). H3K9me3 recruits HP1 via its chromodomain. HP1
in turn recruits H3K9 methyltransferase Suv39h, which modifies
H3K9 on other histones in the vicinity, thereby self-propagating
the heterochromatin state (Aagaard et al., 1999; Bannister et al.,
2001; Lachner et al., 2001). Another example is the trimethylation
of histone H3 lysine 27 (H3K27me3). H3K27me3 is generated
by the activity of the Polycomb complex, PRC2, and is believed
to recruit the PRC1 complex (Schwartz and Pirrotta, 2007). In
Drosophila, it has been suggested that the spreading of H3K27me3

1952 © The Author 2009. Published by Oxford University Press. All rights reserved. For Permissions, please email: journals.permissions@oxfordjournals.org
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Data preprocessing
MACS SICER

DNA fragment size estimation Peak model Cross-correlation

DNA fragment retrieval Full length (extend d) Point position (shift d/2)

Signal profile generation

Fragment pile up Read count in bins
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Signal detection
MACS SICER

Initial model Poisson Poisson

Signal scan Sliding windows with bandwidth Non-overlapping bin read count

Peak region identification Merge windows Merge windows allowing gaps

Peak scoring Pile-up signal amount Aggregate score on islands

Significance modeling Poisson with dynamic λ
Asymptotic estimation of 

island score statistics model, 
then compare with control

Additional information Read count, Pile-up height, 
Summit position Read count, peak score, E-value



SICER: Definition of Island

14

• Eligible and ineligible 

windows 

• Eligible windows are 

separated by gaps of 

ineligible windows. 

• Island: cluster of eligible 

windows separated by 

gaps of size at most g
windows. 

Example islands for 

l0 = 2  and  g = 2 



SICER: Scoring islands
• The scoring function is based on the probability of finding the observed tag 

count in a random background. 

• For a window with m reads, 

– The probability of finding m reads is Poisson 
– is the average number of reads in each window 

• Scoring function for an eligible window: 

• Key quantity: the score of an island 

– Aggregate score of all eligible windows in the island 
– It corresponds to the background probability of finding the observed pattern  

15

ln ( , )S P m l=-

/w Ll = N
( , )P m l



SICER: Island score statistics
• Probability distribution of scores for a single window in a random background 

model: 

• Probability of a window being ‘ineligible’: 

• Gap factor: 

16



SICER: Island score statistics

• Recursion relation

• Probability of finding an island of score s: 

17



SICER: Island score statistics
• Asymptotics of island score 

distribution in the background

• Statistic: E-value

– Expected number of islands with score above sT in the background 

18



SICER: Significance determinations

• Significance determination with random background model: 
– E-value determines an island score threshold

• Significance determination with control sample
– Identify candidate islands using random background

– For each candidate island, compare sample with control

– P-value            

– False Discovery Rate (FDR)

19



SICER result examples
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10kb

5kb
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E
xp

er
im

en
ta

l p
ro

ce
du

re

Raw sequence reads (fastq)

Mapped reads (sam/bam/bed)

Non-redundant reads (sam/bam/bed)

Peaks (bed)

Pile-up for visualization 
(bedGraph, wig, bigwig)

C
om

pu
ta

tio
na

l a
na

ly
si

s

alignment (bowtie2/BWA)

redundancy assessment

peak calling

macs/
SICER

downstream analysis,
data integration

Biology



Scales of histone mark islands and chromatin domains

• Narrow: a few nucleosomes, 0.5kb ~ 5kb
– H3K4me3, H2A.Z, etc.

• Broad: 5kb~100kb
– Gene loci, chromatin domains, super-enhancers

– H3K4me1, H3K27ac, H3K36me3, H3K27me3, etc.

• Very broad: >100kb
– Large chromatin domains, chromatin compartments

– H3K9me3, H3K27me3

22



Other approaches for chromatin domains

• ChromHMM: Hidden Markov Models (Ernst & Kellis)

• Recognicer: Coarse-graining (Zang, et al. 2020)
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RECOGNICER: Coarse-graining

24

• Block transformation under 
a majority rule

• Approach:
– Recursive block 

transformation
– Trace back to identify 

candidate enriched regions
– Significance determination
– Scale-free



RECOGNICER: Coarse-graining
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SICER

RSEG

MUSIC

RECOGNICER

chr1: 71,190,000-71,360,000

SICER

RSEG

MUSIC

RECOGNICER

chr1: 42,300,000-42,700,000



Scale-free property of chromatin domains
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Hi-C
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Scale-free property of Hi-C maps

28
Rowley & Corces, Nat Rev Genet (2018)



Hi-C analysis
• Chromatin compartments • Topologically Associating 

Domains (TADs)
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Hi-C: Power-law property of contact probability distribution 

30
Lieberman-Aiden et al. Science 2009



Fractal Structures
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Hilbert Curve
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Fig S13. Hilbert CurveFig�S13.�Hilbert�Curve

Lieberman-Aiden et al. Science 2009



Peano Curve
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Fig S14. Peano CurveFig�S14.�Peano�Curve

Lieberman-Aiden et al. Science 2009



3D Peano Curve
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Fig S18. 3D Peano CurveFig�S18.�3D�Peano�Curve

Lieberman-Aiden et al. Science 2009



Fractal Structure of Genome Organization
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Lieberman-Aiden et al. Science 2009



SICER2
• https://zanglab.github.io/SICER2/
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Jin Yong (Jeffrey) Yoo

http://services.cbib.u-bordeaux.fr/galaxy/


Cistrome Data Browser
http://cistrome.org/db/
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Mei et al. Nucleic Acids Res. 2017
Zheng et al. Nucleic Acids Res. 2018

http://cistrome.org/db/


Summay
• Epigenome
• ChIP-seq
• ChIP-seq data analysis and signal detection

• MACS for narrow peaks
• SICER for broad domains

• Hi-C
• Domain structure of 3D genome organization
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